Why Are Some Studies of Cardiovascular Markers Unreliable?
The Role of Measurement Variability and What an Aspiring Clinician Scientist Can Do Before It Is Too Late
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Abstract

Cardiology research suffers from the scourge of unreliable results, despite honest conduct. Investigators’ prior belief, compromised blinding, and scope for measurement variability are a fatally synergistic combination.

Can we stop these threats ruining the results?

First, clinical researchers must realize that healthy clinical practice (including intelligently integrating all available information) may be catastrophic to research.

Second, experienced clinicians know that variability may necessitate remeasurement to obtain a clinically correct result but must learn that doing so in research can cause surprisingly severe distortions of correlations or differences between groups.

For example, a “best-of-four” approach in comparing two 50-patient groups that are in reality identical, with a variable whose intraclass correlation is 0.8, easily generates highly significant P values.

Clinicians may be habituated to poorly reproducible clinical measurements and falsely reassured by their effectiveness for group mean effects in blinded randomized controlled trials.

We need a more critical approach to clinical tests if we care about evaluating individual patients reliably or want our research to be reliable.

Simple steps shown here, addressed during study design, will increase the reliability of research—if considered by researchers or the juniors whom they nurture. (Prog Cardiovasc Dis 2012; 55:14-24)
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“In general, the performance of biomarkers is seldom as good in a second sample as in the sample in which they were initially assessed.”¹

Studies other than formal randomized trials with blinded assessment are well known to overestimate effect sizes² and even occasionally point in the wrong direction.³

As the methodological quality of the trial decreases, the effect size tends to increase.⁴ The basic sciences are not immune from this bias.⁵

A recent example comes from a meta-analysis of studies investigating the correlation between new imaging biomarkers of the mechanical dyssynchrony of ventricular contraction and the response to cardiac resynchronization therapy.⁶ The observational studies reported values of the coefficient of determination (R²) up to 10- or 20-fold higher than the externally monitored randomized controlled trials (RCTs). Further analysis revealed a progressive decline in the range of R² values, from reaching 0.8 in studies reporting...
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no blinding nor formal enrollment, to the 0 to 0.1 range in large studies that reported full blinding and formal enrollment.

Ioannidis and Panagiotou\textsuperscript{7} have demonstrated a similar phenomenon in blood biomarkers across the specialties and specifically within cardiology. Taking the use of C-reactive protein and Lp(a) lipoprotein in cardiology as an example, they note “If one considered only data from randomised controlled trials, probably neither...would be considered good biomarkers, whereas data from observational studies suggest the opposite.”

Why is this effect occurring? Publication bias only provides part of the explanation. Individual studies made susceptible by compromised blinding are systematically contaminated by bias.

**Blinding is often compromised...**

Even large RCTs are susceptible to failures of blinding and randomization, which can be subverted by clinicians with strong prior belief acting in what they consider to be the patients’ best interests. For example, the Captopril Prevention Project trial of angiotensin-converting enzyme inhibition was rendered uninterpretable because some investigators probably ($P = 1 \times 10^{-8}$) “peeked” into the randomization envelopes to help patients with the highest blood pressure not to be randomized to the placebo arm.\textsuperscript{8,9}

Blinding is essential but requires additional effort to generate a data set that is independent of data acquired in normal clinical practice, which might directly or indirectly reveal the other variable to the researcher. In some cases, complete blinding may be practically unobtainable. For example, it may not be possible to hide the presence of a pacemaker lead or electrocardiographic spikes from an echocardiographer making a measurement of ventricular response to pacing.

...And bias is everywhere

For many researchers, the reason to conduct a study is to obtain a “positive result,” that is, to confirm a suspected association or effect. One should not trust oneself to be unbiased merely because one is generally honest.

Even Nobel prize winners are not immune from bias. Millikan while determining the charge on a single electron selectively reported results from oil droplets that were consistent, biasing the estimate of the error with his technique to be smaller than it truly was so that the confidence interval on the estimate failed to contain the true value.\textsuperscript{10}

Bias is everywhere, Sackett\textsuperscript{11} categorized 35 different ways in which bias can contaminate analytical research, illustrated with ample examples from the literature. For example, it may arise from the method of finding patients. If a study of mortality of aortic stenosis identified patients only from postmortem, it would tend to overestimate the mortality rate in a general population of aortic stenosis.\textsuperscript{12}

It may also arise from the time point in the course of disease at which patients are selected. If a study examined the effect of an intervention on a biomarker, which showed some variability over time, but enrolled only patients with a high initial value (and had no control group), there is a tendency for a subsequent values to be lower, even if the intervention was ineffective, as the original high value may represent an “outlier” result and further reading are statistically more likely to be closer to the (lower) true underlying value. This pervasive effect is known as regression toward the mean.\textsuperscript{13,14} This may be why so many ineffective remedies are incorrectly believed to be effective by members of the general public who use them only when they have a symptom: they are not dishonest but have merely not considered the biasing effects of their pattern of use.

Preferential enrollment of enthusiastic patients, especially if the intervention is considered sufficiently risky or unpleasant that many refuse it, can also introduce bias into an uncontrolled study.\textsuperscript{15,16}

**Measurement variability and expectation bias**

One type of bias, termed expectation bias, arises from a strong clinical belief in a relationship among staff that make measurements, in the context of more than 1 possible, legitimate value being obtainable.

Because of the natural variability in many of our biomarkers, clinicians often choose the “most appropriate” of several potential values to represent the patient. Sackett\textsuperscript{11} illustrates the occurrence of this phenomenon in simulated clinical obstetric practice when physicians misreported high fetal heart rates as being closer to the norm than automated measures do.\textsuperscript{17}

However, if conducting a research project into the existence of a difference between groups or a relationship between variables and they begin with a positive belief, then this habit can become a destructive self-fulfilling prophecy.

Even requirements to average a few readings, for example, 3 beats, will not eliminate this, as the clinical researcher will still have a choice of which run of 3 to average.

This phenomenon is insidious, as it is not only legitimate but also obligatory within clinical practice; one must select a single reading to represent the supposed
true value. It is especially dangerous within cardiology because some measurements can be made every heartbeat giving a vast choice of possible readings; moreover, some measurements may have a significant analytical variability, giving a wide selection of values.

Studies conducted largely by a sole researcher may also be particularly susceptible as the individual who designed the hypothesis, obtained the funding, carried out the intervention, and is benevolently mindful of the impact of disappointing findings on the field as a whole is often the one who makes the measurements.

Given the existence of this bias and the susceptibility of cardiology research to it, the remaining question is how powerful can this effect be?

How measurement variability creates unreliable results

In Figs 1 to 4, we demonstrate that not only is the impact of this form of bias greatest when measurement variability is large and when there are numerous potential choices but also that it is surprisingly (and disturbingly) powerful even when the reproducibility of measurement is high (intraclass correlation coefficient [ICC] of 0.9) and when the researcher has only 2 readings to choose between.

In Fig 1, we show the mechanism by which an unblinded researcher who has an honest (but incorrect) belief that values of a measurement are different can create an artefactual difference, if there is some variability in the measurement and the researcher honestly documents the most plausible value for each subject. If the experimental setup permitted more than 1 measurement to be made on each patient and the most appropriate one selected, then the clinician who strongly believed in a difference between groups would tend to select the higher measurement for patients in the group which was expected to be higher and the lower measurement for the other patients.

Fig 2 shows the size of the effect on a simulated study comparing measurements in 2 groups of 50 patients across a range of ICCs and number of possible measurements. In reality, there is no difference between the populations from which these groups are drawn, and an unbiased study would, on average, find no difference. Yet, even for well-reproducible variable with an ICC of 0.8 (top row) and with a choice of only 2 values (left column), a false difference between the groups appears and easily meets criteria for statistical significance. When measurements with greater test-retest variability are used or the researcher has the ability to take more measurements, the effect becomes very much more statistically significant.

In Fig 3, we show the mechanism of how applying these habits can artefactually create a correlation between 2 inherently uncorrelated variables. The clinical habit of selecting plausible measurements, that is, those most consistent with the tested hypothesis, reduces the scatter on the plot and causes a false correlation to develop.

Fig 4 shows the effect of this mechanism in a group of 100 patients across a range of ICCs and number of
possible measurements. In reality, there is no correlation, but with this bias, a persuasive graphical appearance of correlation readily develops. Tests of statistical significance rapidly become positive.

This extends our previous report\(^\text{18}\) that correlations easily arise when researchers select among very irreproducible variables whose ICC is 0. In this article, we find that this effect can occur at any measurement with imperfect reproducibility (ICC < 1). The worse the reproducibility and the more alternative values the researcher may choose between, the greater the opportunity for bias to distort the results. In principle, perfect test-retest reproducibility would protect against this.

No fabrication or falsification is required for these exaggerated or false results: they arise spontaneously when poor reproducibility combines with compromised blinding and a researcher’s prior belief.
Measurement variability

If false correlations are so easily generated from techniques with poor reproducibility, researchers must take great care to establish reliably that techniques are reproducible. Perhaps clinicians might also demand such data. Without a quantitative indication of reliability, measurement results cannot be compared, either against reference values or between one time point and another, for example, in serial follow-up of disease progression or response to an intervention.19

Both clinicians and researchers will be disappointed by current practice and evidence. Rarely, if ever, is the individual patient uncertainty associated with a measurement quoted during clinical practice. Worryingly, for example, echocardiography guidelines do not habitually report neutral, blinded test-retest reproducibility of imaging biomarkers that they recommend, and clinicians seem unwilling to inquire why. Sometimes guidelines suggest steps to improve reproducibility but do not indicate what precision should be expected to be achieved.

What do we need to know about measurement variability in cardiology?

The natural variability of blood pressure and the hence inability to reliably compare successive single readings are well appreciated. Even 3 readings within a visit are now recognized to be insufficient. Consequently, ambulatory blood pressure monitoring has become the gold standard for diagnosis of hypertension and monitoring the response to therapy.20

Do other measurements in cardiology warrant the same treatment? In both imaging and biomarker research, it is becoming increasingly clear that the answer is yes. For example, B-type natriuretic peptide (BNP) has a coefficient of variation of 40% over a period of 1 week21 in stable outpatients. This is higher than the reported value for blood pressure (around 9%), and yet current clinical practice has not moved beyond taking a single sample. In current practice, if more than 1 is carried out, the principal driver for this is often to determine if there has been a change, rather than with the intention of averaging the 2 values. Yet with spontaneous variability having an SD of 40%, almost all numerical changes seen in an individual are not worth clinical time poring over because they cannot be reliably distinguished from no information at all.

This decision to attempt to interpret single measurements may be pragmatic in cost to the hospital and inconvenience to the patient but does limit the prognostic value of the marker and its ability to reliably detect changes of a moderate size in serial follow-up of a patient. In scientific practice, use of a single value for BNP will result in a study having to recruit many more patients to reliably detect the same-sized effect. If a study is hoping to detect a correlation between BNP and another marker, it will have to be very much larger if it uses a single BNP measurement rather than if it uses an
appropriate average (such as a geometric mean) of a protocol-defined sequence of measurements.

**Recognize the components—otherwise you may miss the most important one**

The variability of a measurement can be partitioned into its contributory components. We must not mistake interobserver or intraobserver remeasurement of an identical sample for test-retest reproducibility. In clinical measurements, variability over time is often much larger than that between observers reexamining one frozen moment in time repeatedly. If the study is of the chronic state of a patient, then it is essential that measurement of variability addresses this range of times.

For example, the variability of peak aortic velocity as assessed by echocardiography is well known to have a biologic component that varies over time, both from beat to beat reflecting variable filling and over longer periods reflecting different inotropic and volume states. It also has an analytical component that will consist of both...
intraoperator and interoperator (i.e., who does the scan, exactly where the probe is placed) and intrareader and interreader variability (i.e., who interprets the images, which may not be the same).

Biologic variability is just as present in blood biomarkers as with imaging biomarkers but is less thoroughly discussed.

**Do not assume that well-established clinical protocols are automatically suitable for research**

Clinical guidelines may have a preference for limiting workload rather than delivering particular levels of reliability and may not be assumed to be a suitable basis for research design. For example, they may imply that it is possible and advisable to measure 1 best value for a variable, even when it has an inherently wide test-retest variability. In other cases, they recommend averaging across several beats, typically 3, but do not say where this number arises from nor on what basis they have decided that doing so produces a result with suitable reproducibility.

In general, averaging a few beats will scale down the between-beat variation by a factor of the square root of the number of beats; in the case of 3 beats, it would reduce it by approximately 40%. However, selecting beats from a single trace does not capture all the variability. The averaging process can only reduce the influence of the variability of the components captured within the sample. Those that are not captured (e.g., probe position or operator) will not be reduced. Particularly counterproductive would be to wait for and capture a run of 3 beats that seem especially consistent.

It is advisable, but perhaps not immediately intuitive, that one should attempt to capture as much as possible of the variability that will occur between this visit and a follow-up visit. This means that it would be ideal to reposition the probe afresh and perhaps even the patient. It may seem strange to be doing this on purpose, but unless this is done, much of the benefit of averaging is lost. Going to such lengths has a cost. How much is worthwhile to do depends on what level of test-retest variability is desired and what level occurs without these special steps.

Even more surprising would be to make a series of measurements of a chemical biomarker on different days or weeks, with the intention to systematically use the average instead of just 1 value, for statistical analysis against other features. Nevertheless, doing so has twin advantages. First, it permits a study to be reliable with fewer patients. Second, it permits the detection of underlying relationships between variables that might be much stronger than they appear from single measurements that are heavily influenced by noise.

Knowing the test-retest variability of the biomarker is pivotal to this decision.

**Assess test-retest variability in your own hands, rather than gambling on the literature being reliable**

True clinically relevant reproducibility requires conditions of “other days, other hands, and other eyes.” Unfortunately, such data are not often readily available. Often, in what is presented as reproducibility, only part of the variability has been captured.

One useful trick to obtain this information without having the bias of investigators understating variability is to look at data revealed as a by-product of randomized clinical trials. The SD of the change (δ) from baseline to follow-up in the control-arm, in which no true change is expected (as can be demonstrated by comparing the means), will provide an estimate of test-retest reproducibility. Furthermore, the estimate is likely to be unbiased compared with direct reproducibility studies, as RCTs tend to have a higher methodological quality, and researchers will have had little motivation to deflate the variance of the change in the control arm.

**Have realistic expectations**

Remember that the ceiling on the correlation coefficient that can be consistently observed, even between 2 variables, which are in principle perfectly related, is not 1 but lower. This is because the irreproducibility of each variable depresses the observed correlation coefficient. If the ICC of the variables is described as ICC_\text{x} and ICC_\text{y}, respectively, then the relationship between the observed correlation coefficient (r_{\text{observed}}) and the theoretical underlying correlation coefficient (r_{\text{underlying}}) is as follows:

\[ r_{\text{observed}} = r_{\text{underlying}} \times \sqrt{\text{ICC}_x \times \text{ICC}_y} \]

As ICCs are always less than 1, r_{\text{observed}} is always less than r_{\text{underlying}}.

Consequently, readers of an article can calculate the implied underlying correlation coefficient from the correlation coefficient reported to have been observed by the authors, as follows:

\[ r_{\text{underlying}} = \frac{r_{\text{observed}}}{\sqrt{\text{ICC}_x \times \text{ICC}_y}} \]

If r_{\text{underlying}} is calculated to be greater than 1, either the r_{\text{observed}} is exaggerated by chance or bias, or the study somehow achieved better test-retest variability than encapsulated in ICC_\text{x} and ICC_\text{y}.^{22}

**What researchers can do to prevent these problems**

Trying to tackle this at the reporting stage (as, for example, was suggested in the STROBE guidelines)\textsuperscript{23}) is one approach, suitable for journals as they form an accessible pinch point at which to filter compromised studies. However, if studies have already been conducted...
with inbuilt poor design, authors may be defensive (“mistakes were made, but not by me”\textsuperscript{24}), misunderstanding the suggestion of bias for a suggestion of impropriety, and redirect the article to a less rigorous journal. These issues must be tackled not only at the start of studies but also at the start of researchers’ careers, preventing bad habits before they are formed.

Advice for junior researchers

Do not allow the pressure to be “doing some research” to goad you into embarking a protocol without carefully thinking it through. Your work will not automatically escape inadvertent bias arising from a combination of prior belief, routine clinical habit of selectively reporting clinically consistent information, imperfect or absent blinding, and inherent measurement variability.

Recognize and reject these classic myths

- “Minor bias can only have a minor effect” (see \( P \) value of \( \sim 10^{-26} \) in Fig 2 to be disabused of this).
- “A larger sample size protects against bias” (in fact, it makes the false-positive effect more statistically significant) (Fig 5).
- “Being honest protects me against bias” (see Figs 1 to 4 showing effect of honest belief).
- “Well-established clinical protocols are a safe bet” (in reality, they are rarely designed to deliver a specified level of precision, and they typically permit or encourage unblinded manipulation under the guise of taking the whole clinical context into account).
- “Good clinical practice is good research practice” (you are right to give clinical patients a coherent summary, but favoring coherence during research data collection produces false associations as shown in Figs 3 and 4)
- “My research is sound because the data was collected by others with nothing to gain from exaggeration” (but their beliefs may have colored what they recorded as the patients’ values, Figs 1-4)
- “Randomisation protects my study against bias” (it protects only against biased allocation between therapeutic arms and not automatically against biased measurement).

Your study hinges on the measurements—scrutinize them mercilessly before you begin

Believe nothing anyone says or writes about the measurement of the variable. They will not be sweating all night with you in a year or two when your study gives unreliable results. If you find your measurements have wider test-retest variability than the claimed “reproducibility,” do not feel that you are a failure. Do not be cowed by assertions that you need “more training” unless evaluation from credible, independent sources shows that the training generates genuine narrow spread of blinded test-retest variability.

Say no to silly design

You must have backbone to stand up to seniors who might exert pressure to do as you are told. Only you can prevent yourself wasting your research career on inherently doomed studies.

![Fig 5. The effect of study size on the significance of a false difference between 2 groups generated by an honest researcher with prior beliefs who has the choice of more than 1 value for a variable. Study size is no protection against bias; indeed, it gives greater statistical significance for false differences. As the number of patients increases in an example run of the simulation (left to right), the statistical significance of the false difference generated between the 2 groups increases (ICC, 0.8; 2 possible measurements).](image-url)
Ask the proposed boss what will happen if the study result is not as expected. If the answer is “Collect more patients” or “look at subgroups,” it is a red flag that they have not actively planned the study to be reliable enough for the stated purpose.

You now already know that selecting between measurements to represent a patient, unblinded to their group and with your career on the line, produces worthless data (Fig 2). You have also seen that looking for confirmation of a correlation that your department strongly believes in can be equally meaningless (Fig 4).

Ask the awkward questions, and be ready to turn down the offer of your involvement if the study is not demonstrably well designed.

**Challenge the gold standard**

Biomarkers for diagnosis typically rely implicitly on there being a gold standard. The possibility that this gold standard is incorrect, contentious, or just plain variable is rarely considered because even the thought might jeopardize the whole study whose funding is already in place. For example, if you are being encouraged to spend your life adding to the battery of markers for the severity of heart failure, ask about the extent of agreement between the local gold standard diagnostic test for heart failure and other potential gold standards, and if it is only partial, ask why the proposed biomarker is hoped to match this locally available gold standard rather than another one. Genuinely good gold standards withstand modest scepticism.

**Enough vision, but no more**

If the proposed boss advises you that your role will be to “show that ...” be careful. If the result of your scheduled years of research is already known to your boss, then either your work is redemonstrating what is already widely known or your boss has extraordinary insight.

**Resist the isolated hunt for a correlation coefficient**

Almost every biomarker has some degree of dependency on every other, although the correlation coefficient for most pairs is modest. Setting out on years of work to confirm a universally expected association may not be a good use of your scarcest resources: time and concentration. Worse, if the relationship is so obvious that the only way to publish it is to report that the correlation is higher than expected, there is a risk of entering a game of competitive lying.18

**Ask how your work will add usefully to useful knowledge**

Expect a well-developed answer. It need not change practice the day after you finish but should make a difference to what is done by someone, somewhere. The first requirement is that the result should be demonstrably unbiased. The second is that it should be designed to report sufficiently narrow confidence intervals to contribute usefully to understanding. The third is that it is a question that impacts on clinical practice or on the design of other experiments that are sensibly on a chain that affects clinical practice.

If you are studying a prognostic marker, beware that the market stalls are heaving with alternatives25 and that customers are interested in cheapness, speed, and accessibility to the extent that less than 1% of all available biomarkers are used in practice. If your research culminates in proving that your marker predicts prognosis, it takes its place at the bottom of the pile. Even if it adds prognostic value over standard clinical information, beware that it might not be additive over the dozens of existing biomarkers.26,27 Even if it does, with its predecessors not routinely used, it too might suffer the same fate. For many cardiovascular disease groups, there is a standard panel of therapies that are applied to almost all patients in the spectrum systematically, to improve prognosis. Only if it were plausibly believed that a drug may be helpful in one subgroup and yet harmful in another might biomarkers be crucial to that therapeutic decision.28

If your marker is diagnostic, beware that it is very unlikely that clinicians will agree to rely upon it for decision making. At best, then, it will be part of a panel; far more likely, it will fade away from routine practice. For example, detailed evaluation of subfractions of lipids held great interest in decades past, but this has faded because we have 1 dominant class of prognostically effective therapeutic intervention and so currently little appetite to expend effort in identifying and planning individualized attacks on these subfractions.29

**Improve reproducibility by systematically averaging enough measurements per subject according to a prespecified protocol**

If the test-test reproducibility of your biomarker is poor, the study will be extremely vulnerable to bias (Figs 2 and 4). Even a traditionally good ICC of 0.8, which means that only 20% of the variance between single measurements in different patients is noise, provides enough flexibility to for the study to give false-positive results (Fig 2, top row).

Applying a protocol that insists on exactly *n* measurements (with none discarded), which are then averaged, causes test-retest variance to fall by a factor of *n*, that is, SD to fall by $\sqrt{n}$.

This process brings the ICC approximately *n* times closer to 1.

**Be wary of studies involving one man and his biomarker**

When a junior fellow embarks upon a project, they often undertake all roles of the study. They may recruit the patients, perform the measurements, collect and digitize
the data, and analyze the data. It is almost impossible for the sole researcher to remain blinded. Consequently, they are particularly susceptible to measurement variability, allowing their study to become biased.

Data collected for routine clinical purposes may not be unbiased

Even using data already collected from routine clinical purposes, from clinicians who had no knowledge that a study may later be undertaken using the data, does not guarantee freedom from bias. The clinicians have no obligation to be unbiased in a scientific sense but do have an obligation to the best interests of the individual patient. For example, it is right and proper that a patient having undergone a hazardous intervention be given information in appropriate context of its psychologic effects on their well-being. A good physician may rightly report to a patient and then record in notes that a marker that has numerically deteriorated within its range of variability is “essentially unchanged” and to the next patient whose marker has improved to the same extent, that it has “improved, and you should soon start to feel better!” Encouraging patients and avoiding discouraging them are key roles as clinicians. However, to start with information that was filtered in that way and hope to derive reliable research findings is unrealistic.

Implement aggressive debiasing into the protocol

Imagine this important project will in fact have to be carried out not by you but by an associate whom you know to be a manipulative career climber. Moreover, it so happens that you will be judged not by the extremeness of your findings (as is usual in clinical research) but by whether your findings become confirmed when they are used as a basis for future work. If this is difficult to imagine, imagine instead that a dear relative has an early form of this condition and to the next patient whose marker has improved to the same extent, that it has “improved, and you should soon start to feel better!” Encouraging patients and avoiding discouraging them are key roles as clinicians. However, to start with information that was filtered in that way and hope to derive reliable research findings is unrealistic.

Think how you would design the study to protect from the results from this coworker of dubious integrity. Perhaps you would insist on a neutral assistant to ensure blinding. You might ensure that there was feasible protocol for averaging multiple samples systematically acquired and measured. You might insist that predictor and outcome variables are separately measured. You might ask for data to be archived as collected, with no scope for subsequent removal.

The steps you devise, for this imaginary case of a researcher with a nefarious Midas touch, might be worth applying even if the study will now in fact be carried out by a paragon of honesty such as yourself.

Conclusion

Research studies are easily wrecked by normal clinical practices. Researchers aware of the study hypothesis may have multiple opportunities to inadvertently make it self-fulfilling. The dangers are great when there is scope for remeasurement of variables that have any test-retest variability.

For study results to be reliable, obsessive bias resistance must be incorporated into all measurement processes. Researchers embarking on studies should not assume that honesty protects them from unreliable results, that a larger sample size protects against bias, or that minor bias has only minor effects. We are all only human.
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